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INTRODUCTION OF REDUNDANT SERVER SOLUTION

Galaxy Control Systems offers an engineered redundant server solution using the Carbonite Availability
Solution for data replication with Microsoft® Hyper-V° virtual environment.

The Primary and Standby Servers are prebuilt at Galaxy Control Systems. Both servers are preloaded with
Carbonite Replication Solution, Hyper-V°, Windows Server® OS, and appropriate services. System Galaxy
Access Control software is also included.

IIIII..IIII..IIII..IIP

Changes continuously sent
ensure virtually no data loss .

The server designated as the Primary will begin as the live host (source). The Standby server will
begin as the replication target server. When the primary system is “healthy” and the data
replication job is actively “protecting”, the backup copy is being synchronized in 10-sec intervals.

IMPORTANT SECTIONS IN THIS GUIDE

INTRODUCTION: PROCEDURES:
» Overview of Healthy Redundant Server » Services
» Stages of Disaster Recovery » Set Up Email Notification (failure alerts)
» Terminology Used » Type of Failover
» Recent Change History » New Replication Job

» View the Health of Replication Job

REQUIREMENTS & SPECIFICATIONS » Identlfy a Replication Failure (JObS VIeW)

» System & Operational Requirements » Perform a Manual Failover

» Network Requirements » Resume Replication (after Failover Complete)

» Specifications for Redundant Servers
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TERMS USED IN THIS GUIDE

SOFTWARE

Carbonite Availability

Replication Console

Hyper-V

System Galaxy

SERVER

Primary Server
live host

Target Server
standby server

PROCESS
“failed”

Failover

“failed-over”

healthy job status

notification

“protecting”

replication

replication failure

resume replication

“stopped”

“synchronizing”

the data replication & site recovery solution; manages replication between servers.

the software Ul used to configure, manage, monitor the replication jobs, perform the
failover and related tasks.

(VM) the Microsoft® software used to create & maintain a virtual environment; System
Galaxy software & database will install and operate on the VM.

(SG) the integrated access control software from Galaxy Control Systems.

the physical server currently operating as the “live host” —i.e. the server that is actively
hosting the running copy of System Galaxy on a virtual environment (i.e. Hyper-V) .

the physical server operating as the “standby server” or backup server during replication,
which is storing an up-to-date image of the live host while standing by for failover.

the activity state that indicates the Double-Take replication job has detected a failure and is no
longer updating or backing-up to the standby server (replication job is not protected).

the act of performing a failover or transferring live operations to the target/standby server.

the activity state that indicates that the standby server has resumed live operation; however,
data is not yet being replicated/protected.

when the data/software is being replicated and job activity state is “Protecting”.

an email that is distributed to designated addresses to notify of replication errors or warnings
(optional / recommended).

replication job activity state that indicates data is being backed-up or copied to a standby server.

the operation of storing the current, up-to-date copy of the data and software from a live/source
server onto a standby/target server.

a condition that interrupts the active data replication due to a fault or failure of the server
hardware, system or connectivity between the live/source server and the standby/target server.

manually recreating the replication job to re-establish duplication after a failover has completed.

[“Resume replication” replaces the operation of ‘reverse roles’. Once the failover is completed
and the standby Target server assumes live-operation in the “production” environment, it may
remain in place as the Primary (host) server. A replaced or repaired server becomes the new
Standby/Target. The replication job must be recreated to re-establish data duplication.]

the activity state showing that data replication has stopped.

the activity state showing that the Double-Take software is synchronizing the mirror image on
the standby server to match the source server image.
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IMPORTANT CHANGES SINCE v7 (IN THIS GUIDE)

1. The “Replication Console” replaces “Double-Take Console” (Ul & terminology). The new Carbonite Replication
Console is considered to be “powered by Double-Take”. The basic features are still available for a virtual
environment with the exceptions below.

a) Removed “Undo-Failover” button/option (the automated feature is currently unavailable when using a
virtual machine in the replication process).

b) Replaced “Reverse Roles” with “Resume Replication”. The Reverse Roles automated feature/button is
unavailable to the virtual environment. The steps to reverse roles has been replaced with manual steps
to recreate a new replication job after a failover completes — see “RESUME DATA REPLICATION (after
Failover Completed)”.

2. Updated instructions throughout this guide to reflect the currently supported process & terminology.
a) Updated Requirements and Diagrams with applicable removals and substitutions.

b) All screens have been updated. Updated Terms & Definitions table.
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OVERVIEW OF HALTHY REDUNDANT SERVER

The redundant server solution provides a means for quick disaster recovery in case of a catastrophic failure
on the live/source server. The down-time is minimized, by the ability to switch to a stand-by server that
has been mirroring the live server. This cutover to the stand-by server is called a FAIL-OVER.

IMPORTANT: There is a difference between a “failed” condition and a “failed-over” condition in the job status.

During a failure you should be aware of these things!

@ During a server failure condition, the System Galaxy database is offline (i.e. not running on either
server) and the data replication is stopped/failed (see Figure 2).

However, all Galaxy control panels remain fully functional and do not degrade in performance because all
necessary programming is stored in the panel. This means all door & lock schedules, access, credentials/cards,
input & output activation, arming/disarming, relays, etc. and all hardware remains fully operational. Events
will be transmitted to the database when the server is online again.

@ Once a Failover is complete, the System Galaxy comes back online on the standby server.

Data synchronization (mirroring) is still stopped/failed until you recreate the job that resumes
replication. Since SG is online, the panels will reconnect and transmit their events to the SG
database. System Galaxy extended functions can resume (e.g. badging, enrolling, monitoring, etc.).
See Figure 3. At this point replication has not resumed.

@ After the failure is repaired and the downed server comes back online, the administrator can resume
replication by recreating the job. the server images will re-synchronize/replication job will resume a
protected state (fig. 4).

FIGURE 1: Redundant Servers in their Initial Roles (live host & stand-by servers are both healthy)
REDUNDANT SERVERS ARE HEALTHY
< |[NITIAL ROLES =

Narmal

SYSTEM

[Wla DT Replication Console)
The ata Replication lob

Systemn Galaxy Is operating
In the Hyper-Y Environment

that is currently running Event Monitoring / Card Editing maintains & backup of
on the Live Host |Pr|mar',-:| Systern Galaxy & Hyper-V
Data Replication /// an the Target (Standby).
Iiﬁn:hrnm zed Elr'nchrnnlzatlnn QCCUrsS
im 10-se00nd interals
PRIMARY Data State=0K STANDEY

Activity = “Protecting”
LIVE HOST SERVER (D1) TARGET SERVER [02)

When the replication job’s Activity is in the “protecting” state and the condition is healthy, then a replica of the
SG database is being updated and stored on the target/standby server. See the section on Stages of a Disaster
Recovery Process for details about interim states such as failed, failed-over, ....
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STAGES OF FAILOVER

FIGURE 2: Redundant Servers are in Failure Condition (SG is not running on either server)

When a failure condition occurs at the source server, the data replication is interrupted. The state of the
replication job will change from ‘protecting’ to ‘failure condition met’ and replication will “stop”.

NOTE: Galaxy database will not be running on either server at this point, but the System Galaxy access control and all other
hardware functions (scheduled locks/unlocks, access approval/denial, detection of hardware, arming/disarming, etc.) will all
remain fully operation in a non-degraded performance. Events are buffered at the panel until transmission is possible.

IMPORTANT: SG Control Panels are designed to continue operating in full operational mode (non-degraded) when powered on.
All cards, schedules, access rules and door/device programming is stored in the panels to prevent failure of the access control
system if the server goes offline. Events are buffered in panel memory until the panel reconnects to the server. Events are
transmitted to the server when the server communication is re-established.

REDUMNDANT SERVERS ARE NOT HEALTHY
< FAILURE CONDITION MET =

FAILURE

Systern Galaxy DB s offline
Slfstem GE'EH"" 1s NOT l:lFIEl?tll'lE untll the FAILOVER completes
on Primary server due to fallure. x

irmanual or auta).
......................... f/fwne n fallover ks completed,

Galaxy access control panels 5G is able to resumne operation.
remain FULLY functional = | = paplicationStatue ™ === cccememeemmeeeeee

when 55 database offline. Cata Replicatlon & STOPPED
uritil a New Replication lob

PRIMARY STANDBY G ereatedand.
“Failure Condition Met”

Replication Status
“FAILED f STOPPED™

LIVE HOST IS DOWN (01} TARGET SERVER NOT LIVE YET (02)
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FIGURE 3: Target Server is Failed-Over (SG resumes running on stand-by server/Hyper-V)

Once the FAILOVER process is performed at the target server, System Galaxy will start up (running on
Hyper-V ) on the standby/target server(02). Although System Galaxy is running again, redundancy or data
replication has not been restored.

REDUNDANT S5ERVERS ARE NOT HEALTHY
< FAIL-OVER COMPLETED =

FAILURE
Replication Pracass System Galaxy now operating
ks STOPPED and the on the TARGET server Hyper-v.
original source senver is down x f//

Data R-Eplkatbn ESTOPPED

(Systern [s NOT Protected
unitll a Mew Replication lob
is created &synchronlzation
k= re-established.

unitil repaired ar replaced. \\

Replication Status
*FAILED OVER™

X

DOWM PRIMARY
*STOPPED"

DOWN SERVER (D1) LIVE HOST SERVER (02}

FIGURE 4: Replication has Resumed (live & stand-by servers are both healthy)

Once the failure condition is corrected/repaired, the administrator can current Primary (virtual machine) may
remain in it's current location after the failover is completed, thereby preventing additional downtime. The new
replication job would then provision a brand new virtual machine as a backup, on the opposing physical host.

The system is considered healthy again when the replication job is recreated and resumes replication (i.e.
both servers are re-synchronized and data replication state indicates “protecting”).

REDUMNDANT SERVERS ARE RECOVERED / HEALTHY
< RESUME REPLICATION =

MNarmal

Replication Pracess
Is re-established on the
viaDouble-Take Console

Systemn Galaxy s operating
an the Live Host server
i Hy per-¥ Environmeni.

Eveni Monitoring § Card Editing
Data Replication

A new Replication Jab
resumes backup onto the

riew standby server. is synchronized
STANDEY Data State = 0K PRIMARY
Activity is “Protecting”
TARGET SERVER (03] LIVE HOST SERVER (0.2)
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REQUIREMENTS & SPECIFICATIONS

SYSTEM & OPERATIONAL REQUIREMENTS

10.

11.

Galaxy Control Systems supports server replication using Hyper-V and Double-Take software when the
redundant server solution is purchased through Galaxy.

Microsoft® Windows Server® 2012 | 2016 will be running on the host operating system of the primary and
standby/target servers, as well as on the virtual machines.

Hyper-V and Double-Take software must be installed and running on the operating system of both the
source/host server and the standby/target servers.

The Double-Take services must be set to run automatically. These services must be running on the
Primary/Host OS & virtual machine, as well as on the Target server. The target virtual machine image is “off”
during protected status.

» Double Take (Automatic Start)

» DT Management Service (Automatic Delayed Start)

The Double-Take firewall ports/exceptions must be open on both host servers and on network devices
across the LAN as required (6320 TCP & UDP, 6330 TCP & UDP, 6332 TCP & UDP, and 6325 TCP & UDP).

The active replication job will copy a backup image of the Hosted System Galaxy/Hyper-V session from the
Live Primary server onto the Standby Target server. The replication job updates the Target server every few
seconds to maintain synchronization with the Live Primary.

Double-Take should be configured to send email notifications for warnings and errors when a replication
failure occurs. This is especially recommended for servers using manual failover procedures.

The failover process may be initiated when a replication failure occurs.

CAUTION: The cause of a replication failure should be carefully evaluated in order to determine whether
performing a cutover/failover is the best course of action. IF a failover is necessary, the failover process
must be “completed” before the new live-host server is operational®). The data replication job must be
recreated before protected replication can resume.

IMPORTANT: to resume replication after a cutover, a new replication job must be manually recreated. The
servers must be resynchronized and in the “protecting” state before redundancy is truly re-established.

(1) NOTICE: System Galaxy access control panels continue to be fully operational (i.e. no degraded operation)
because all access control information is stored in the panel. Events are stored at the panel and transmitted
to the SG database after the cutover is completed and System Galaxy is back online.

The automated option to “reverse roles” is no longer supported within the virtual environment. The only
recovery method available to a virtual environment is to resume replication by recreating a new job. -see
“Resuming Replication after Failover is Completed”, when the Target server becomes the Live-Primary and a
new Target is setup as the standby server.

Resuming replication is now a manual process after failover is completed. You must rename your instance
when you recreate the new replication job.

In Carbonite 8.1 you cannot undo a failover when hosting SG in a virtual environment.
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NETWORK SETUP REQUIREMENTS

1. You need three (3) static IP Addresses. One for each server and one for the Virtual Machine. Assign
IP addresses to 2" NIC card on each host server.

2. IP Addresses must be valid within the Network IP Range for each server.

3. Itis recommended the System Administrator tags or labels the source server at all times.

SYSTEM SPECIFICATIONS FOR REDUNDANT SERVERS
In the Galaxy redundant server implementation, the following infrastructure will be observed:

HOST OS: SERVER-A and SERVER-B

» Both servers (A/B) will run Microsoft Server 2012 | 2016 as the host operating system.

» Both servers (A/B) will run the Double-Take services set to start automatically: Double Take, DT Hyper V, DT Management.

» Both servers (A/B) will open both TCP & UDP ports 6320, 6330, 6332, and 6325 (necessary for Double-Take).

» Both servers (A/B) will have the Double-Take Console software installed and able to run when in the role of the
standby/target.

GUEST OS:
» The Hyper-V guest virtual environment will run Microsoft Server 2012 | 2016 (or appropriate version) as the operating system.

SERVER ROLES and RESPONSIBILITIES
» The server operating in the live role (source) hosts the virtual machine where System Galaxy, database & services are running.
» The server operating in the standby role (target) is where the data replication is updating the synchronized backup copy.
» The live/source server will support card editing and event monitoring of the System Galaxy software.
» The standby/target server will perform failover in the event of a catastrophic failure of the live server.
» Once a failover is completed, the standby server will go-live and begin hosting System Galaxy. Replication must be resumed
by recreating the replication job (manually).

FIGURE 5: HEALTHY REDUNDANT SERVER SOLUTION (PROTECTED)
REDUNDANT SERVERS - PROTECTED STATE

. . (i ~ o o
Live Operation |  System Galaxy Protecting”
| Event Monitoring / Card Editing Back-up Operation
(primary/source) ' (standby/target)
SG System Galaxy DB, Software
SERVER A and GCS Services SERVER B
@ Host OS = SVR 2008 R2 } LAN Cannection 1 P = XXXCXKI000 ® Host OS = SVR 2008 R2
® Double Take Software & Console | {Guest Virtual NIC} ® Double Take Software & Console
® Double Take Services ® Double Take Services
e S
f | ‘ |
| HYPER-V VIRTUAL MACHINE | HYPER \;:R;g:l-m'g:gﬂﬁ |
' Guest OS = SVR 2008 R2 Guest 08 =
I | m_" A concurrent copy of System Galaxy }
! _J software & database is being stored here |
DATA REPLICATION |
\ﬁm.wllmchine LAN Connection 1 LAN Connestion 1 '-filtual- Maching
B = 000000000 ME Viriual Switch MS Vitual Switch 1P = 00000000
{Host Virtual NIC === {NIC-1}  {NIC-2} {NIC-2}  {NIC-1}==={Host Virtual NIC}

L DATA REPLICATION GONNECIION*
N N O O O .

TOGALAXY ACCESS
[ETHERNET LAN CONNECTION 100M8 m .
¥ CONTROLPANELS

* Data replication (NIC-2) can use an Ethernet cable to same or different switch as NIC-1; or direct crossover cable.
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REPLICATION CONSOLE PROCEDURES

This section contains the step-by-step instructions for the main tasks involved with configuring and
operating the Carbonite®/Double-Take server.

SETUP & CONFIGURATION STEPS:
» About Services (services should auto-start when platform is powered on)
» Set Up Email Notification (for failure alerts)

» Configure Type of Failover

MANAGE REPLICATION
» Create a New Replication Job
» View the Health of a Replication Job
» |dentify a Replication Failure (Jobs View)
» Perform a Manual Failover from the Target Server

» Resume Replication after Failover is Completed

SYSTEM ERRORS

» See the appropriate documentation from the solution manufacturer’s for identifying errors or contact
technical support as needed.
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ABOUT SERVICES

IMPORTANT

GALAXY 'HOW TO' GUIDE

Carbonite/Double-Take 8.5

» Services must be running before any configuration or operation can occur.

» Carbonite/Double-Take Services must be running all servers (Primary, Target, & in the live

Hyper-V session).

QUICK STEPS

1. Open the Services window at each server:

»

START > Control Panel > Administrative Tools > Services.

2. Locate the two Double-Take services. Ensure Status is “started” and Startup Type is “automatic”.

»

»

Double-Take (or name of Replication Console)

Double-Take Management (or name of Replication Console)

3. Services should be set services to start automatically.

File  Action View Help

=10l

x|

e |=E o= |HE| > 8 nw

< | *

. Services (Local

Double-Take

Stop the service
Restart the service

Description:
Double-Take

{} Services (Local)

Mame = | Description | Status | Startup Type | Log On As | il
5 Distributed Transaction Co... Coordinate... Started Automatic (D... Metwork S...

£ NG Client The DNG Cl...  otarted  AUTOmanc FlEtwork o...

'::r',%, Double-Take Double-Take  Started Automatic Local System

; Double-Take Management ... Double-Tak... Started Automatic (D... Local System
D M :

L Extensible Authentication ...  The Extens... Manual Local System LI

Extended A4 Standard /
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SET UP E-MAIL NOTIFICATION (FAILURE ALERTS)

IMPORTANT

e Double-Take services must be running at both servers (Primary, Target, and Hyper-V session).

e You must configure E-mail Notification at both servers (Primary and Target).

QUICK STEPS

1. Go to the Target Server’s host OS and double-click the [Double-Take Console] desktop icon to open
the Double-Take Console software.

2. From the console toolbar, click on the E[ SERVERS] button.

File Edit View Go Tools Help

B Servers gl Jobs D License Inventory lﬂ Options CARBON"E O
< R e IS =] Fitter: Alljobs - Search:
3 Jobs on All Servers ? I Job Source Server Target Server lob Type Activity Mirror Status |

3. Right-click the desired server name and select ‘View Server Details’ in the shortcut menu.

T ' i =
FENTRE O HEp
- I I Server & | Activity \arsion Licensing Status Product
W serverA 2 e . = Licensed Double-Take Availability for Hyper-V Standa
All 5 View 5 Details
= ki ¥ serverB i MAN VEINES e Licensed Double-Take Availability for Hypar-V Standa
[ My Servers

A Dravide Cradantiale
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4. Click the ‘Edit Server Properties’ in the TASKS list on the right side the screen.

Inspect the details of this sarver.
&
%, Edit server properties
serverA N
Operating system:  Microsoft Windows NT 6.1.7601 Service Pack 1 % Provide eredentials
Roles: EngineRole IM View events on this server
alahid ﬂ Online [£] view logs on this server
Activity: Polling...
Connected via: 182.163.200.1 on port 6325; WebServices & view replication service details for this server
Version: 7.0.1.2641.0
Access: ¥ Administrator
User name: administrator
Licensing:
| | Product Expiration Date | Activation Code Licensing Status

5. Expand the E-mail Notification option in the Server Properties screen.

Edit the properties of this server,

serverA

|»

|® General

() Licensing

) setw

() Queue

|®m

) Terget

|® E-mail Notification

N
[ Enable e-mail notifications

E-mail server (SMTP):

= Log on to e-mail server
User name:

Ready

=l
T

1\ Jobs with warnings 0 | () Jobs with errors 0

Copyright © 2017 * Galaxy Control Systems
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Check the [Enable Notification] option and enter the Mail Server Address (mailserver.domain.com).
Check the [Log onto email server] option and enter the Login Credentials for the e-mail server.

Enter the From Address, and Send To address (yourname@domain.com).

o © N o

Enter the desired text in the Subject Prefix field.

10. (optional) You do not need to enable the add event description option — this will make your subject
line longer and you will see this in the message content anyway.

11. Check the [Warning] and [Error] options.
12. Click [TEST] to verify your e-mail will work with these settings.

13. Save your settings and repeat these steps for the other Server.

= | E-mail Natification
_/IF Enable e-mail notifications Test
E-mail server [SMTP):
 mail.domain.com

= Log on to e-mail server
Liser msmes:
|usn-mm
—/ Password:

| (R R L 1AL

From gddness:
— /| ym.rmm@dmmin_m
Send to:

yournameiRdomain. com
=/

Subject prefic

| Double-Take Notification

[ Add svent deseripbion ba sulject
Include thate svanis:

I Jnfarmation
,Ij Waming
_/F Error
Exclusde these event IDs:
|

Enter event 105 and event 10 ranges separated by commas. For example: $000,4002,4010-4020,

Copyright © 2017 * Galaxy Control Systems Page 15 of 36 Revision: OCT 2024



Server Replication & Failover GALAXY 'HOW TO' GUIDE Carbonite/Double-Take 8.5

CONFIGURE TYPE OF FAILOVER

You must determine whether you want to depend on a manual failover process or an automatic failover
process. A manual failover/cutover must be performed by the system administrator after Double-Take
software has reported that a ‘condition for failure’ has been met. An automatic failover is initiated by the
software whenever the system has met a ‘condition for failure’.

IMPORTANT

e [f using a manual failover, the user must perform the failover from the TARGET SERVER.

e An automatic failover will cut-over replication to the target sever without user intervention.

QUICK STEPS

The type of failover is configured in the Job Properties screen. This can be done from either the target or
the source server once the job has been created.

1. Click the [JOBS] button on the main toolbar, then click the e\-’ [VIEW JOB DETAIL] button on
the lower toolbar.

\/Jjobs on All Servers > | Job Source Server Target Server Job Type Activity Mirror Status |

- Carbonite Replication Console - | @

File Edit View Go T

Ia Servers |g__| Jobstﬁenspe Inventory i] Options CARBONITE (J
a m R e " (=] | Fiter: A jobs +  Search:

2. Click the EDIT JOB PROPERTIES link under the TASKS list, on the right side of the screen.

Inspect the details of this job.
o

[propertis | T

SG_Replica to serverB o

Job type: Agentless Hyper-V —_— (@ Validate job properties

Health: -9 Healthy Additional information:

Activity: Protecting {Mone) 5 e

Connecticn ID: 1

Transmit moda: Active serverA

Target data state: 0K Adtivity:  Polling...

Target route: 192,168.200.2 status: [ online
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3. Inthe Edit Job Properties page, expand the Failover Monitor section and set the following:
a. Enable (“check”) the [Monitor for Failover] option.
b. (Recommended) choose [Total Time to Failure] option and set Time to the desired value.
c. Set the [monitor on this interval] value to an appropriate value.

d. Enable (“check”) the [Wait for User to Initiate Failover] option if you want the system to
wait for the administrator to manually initiate a failover/cutover. Unchecking this option
will allow the system to automatically failover when a condition for failure is met.

Edit the properties of this job.

-
|-\A/I General |

Job name:
| ¥VGALAXY to Galaxyn2

|hl Failover Monitor |
__—/ [ Monitor for failover

% Total time to failure: IDD‘.DS‘.DIJ

' Consecutive failures: 20

K113

Monitor on this interval: 00:00:10

[¥ wait for user to initiate failover

The “Wait for User to Initiate” option: Enabling (checking) this option means the system
administrator must manually initiate a failover when the software reports that a ‘condition
@ for failure’ has been met (e.g. Target server looses communication to the Source server).

Disabling (unchecking) this option means the Double-Take system automatically initiates a
fail-over when any ‘condition for failure’ has been detected by the software. An automatic
failover may be undesirable in controlled tests/planned outages (e.g. server/router reboot).
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CREATE A NEW REPLICATION JOB

The steps below show how to create a new replication job in the case that the target server goes down

and the replication job is dropped.

1. Goto the server host operating system and double-click the Replication Console startup icon on
the desktop to open Replication Console (Main Screen — All Servers).

C’
o CoboniteReplicatonConsle  [=|of{

File Edit View Go Tools Help
Servers |§ Jobs DLkense Inventory |lﬂ Options CARBONITEG
Servers
UELEANT R DB MO 2w B
| - Server B Activity Version Licensing Status Product
8.1.0677.0 DoubleTake Target

5 ¥ GCSHostA Idle
8.1.0677.0 DoubleTake Targe

[ All Servers

[ My Servers

5| ¥ GCSHostB Idle
| i DoubleTake Availability Virtual

sdnoin 12195«

2. Right-click on the bottom (licensed) instance of the Double-Take Availability Virtual server (in the
list of servers) and choose “Protect” from the shortcut menu..

File Edit View Go Tools Help
CARBONITE®

Servers |H Jobs DLi{ense Inventory |@ Options B

I Y TR :

Server Activity Wersion Licensing Status Product

8.1.0677.0 DoubleTake Target
81.0677.0 DoubleTake Targe
—— DoubleTake Availability Virtual

¥ GCSHostA Idle
¥ GCSHostB

3 All Servers
[ My Servers

sdnoig 1an1ag &

Y P—ren
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Carbonite/Double-Take 8.5

3. Choose the ‘Full Server to Hyper-V...” option and accept all defaults.

4. Choose the ‘Protect files and folders, application or entire server’ task.

File Edit View Go Tools Help

Servers Jobs ﬂ License Inventory | @ Options

CARBONITE®
Choose Data for GCSServer

@ Choose the data on this server that you want to protect.

|ASener

Werkload types: Workload items:
|| Files and Falders o G
18 Fyll Server

Fsal

;! Full Server to Hyper-V or ESX |

[] Show all workload types

Nex >

Q Jobs with errors 0

A\ Jobs with warnings 0

[ 3
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5. Under the CURRENT SERVERS list, select (highlight) the name of the physical server that you want
to operate as the Target/standby server.

The target is the machine that is NOT currently hosting the live session running System Galaxy.

IMPORTANT! if you are recreating a job after failover completed, you must verify which machine is
now the Primary and is currently hosting the “running” virtual session. Use the Hyper-V Console to
view determine which server is currently “running” the live instance of Hyper-V/SG. Do not select
the currently running server as the Target.

WARNING! Failure to choose the correct server could result in total loss of data in the event of a
failure. Never Back-up your synchronized copy onto the currently running (live) server. If you set the
running host as the target you are not truly protected, even if though the replication job indicates
the “protecting” state. A catastrophic failure will prevent a successfully failover and your backup
data can be permanently lost. Proceed with caution!

6. Click the NEXT button to continue.

File Edit View Go Tools Help

B Servers |@| Jobs ﬂLicense Inventery \ﬂ Options CARBoanEO

Choose Target Server

Cheose the server that will stare the protected data.

| ~ Current Servers
/ Servers:
Server & Wersion Product

H ¥ GCSHostA 8.1.0677.0 DoubleTake Target

ﬂ % GCSHostB 8.1.0677.0 DoubleTake Target
' 4

’

N4

[] Show all servers

[+ Find a New Server |

[] Diagnostics job l

< Back MNext > Cancel

A\ Jobs with warnings 0 @) Jobs with errors 0
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7. Under GENERAL, enter the Job Name (be unique/descriptive).
8. Under REPLICA VM CONFIGURATION, enter the Display Name (be unique/descriptive).

9. Accept all the defaults.
10. Click NEXT to continue.

Carbonite/Double-Take 8.5

File Edit View Go Tools Help

Servers Jobs BLicense Inventory |@ Options

CARBONITE®

& Set options for protecting this data.
—

o=

Job name:
Q GCSServer to GCSHostB

|~ Replica Virtual Machine Location

(@ Local File Volume () SMB Share

Select the volume and folder on the target server that will hold the replica virtual machine:

Valume « Total Size Free Space Cwner
e [ 250 GB 231.84 GB GCSHOSTE
e D 6779 GB 662.26 GB GCSHOSTE

Full path where the replica virtual machine will be stored:
DMAHVRA_Replicash10,100.0.45

|~ Replica Virtual Machine Configuration

Display name:
GCSServer_Replica_HostB
Hardware configuration:

Source Replica

A\ Jobs with warnings 0

© Jobs with errors 0
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11. Double-take will perform the obligatory checks.

Carbonite/Double-Take 8.5

12. Click FINISH to save and continue. Your standby Target server will begin creating the backup image.

File Edit View Go Tools Help

Servers Jobs aLi{ense Inventory |@ Options

CARBONITE®

o)
Review this checklist and click Finish to start protecting your data.

Checklist tem Value (]
@ BCD template available BCD template detected on source
@ Replicasize oK.
@ Transmission schedule Transmissian schedule is disabled.
@ Attached 5CSI disks oK. _
Q Pre-existing job Neo pre-existing job found. =
@ Existing vhds Mo existing Vhds on target.
@ Device drivers available Device drivers detected on source
@ SAM policy oK.
@ Administrator Verification The current user on the target is administrator or UAC is disabled. |
Q Hard link processing requirements Hard links will be processed.
@ Synthetic driver availability Drriver is available.
@ Operating System compatibility The source and target have appropriate operating system versions.
Q Scurce Nat HyperV The source is not a Windows Hyper-V host,
@ Meonitoring and failover The target will monitor the following addresses on the source for failover: 10,100,045
@ Pre-existing replica Mo pre-existing replica found. z
Chec| m Details
| mx || Fxan |

%
Back Finish

———— e Y e )
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13. The user is returned to the “# JOBS screen and the replication will connect and begin
synchronizing with the Primary (source) virtual machine.

The process will cycle through several states of activity —i.e. Provisioning, Synchronizing Calc,
Synchronizing %, — be before reaching the “Protecting” status. This process will take a while.

File Edit View Go Tools Help

Servers |@ Jobs DLkense Inventory l:f] Options CARBONITEB

@ % ﬂ L ! E"E] Filter: All jobs ~ | Search:

Job Source Server Target Server lob Type Activity Mirror Status

[ Jobs on All Servers
[CA Jobs on My Servers

M\ GCSServer to GCSHostB GCSServer GCSHostB Serve fper- Prowisionin

sdnoug Janlag

< " >

~  Job Highlights

MName: GCSServer to GCSHostB
Target data state: Additional information:

Mirror remaining: Connecting to virtual disk

14. Swap over to Hyper V Console and verify the Target server instance was created as intended.
Target state should be “off”.

File Action View Help

YL YEAE

33 Hyper-V Manager | Actions
B || [otal Machines |GcsHoste -
II EELSIE Name “ State CPU Usage Assigned Memory Uptime Mew »

3 iGCSServer_Replica_HostB  Off

@ Import Virtual Machin...
Hyper-V Settings...
;',.: Virtual Switch Manage...

ﬂl Virtual SAN Manager...

<] Wl [>
w7 Edit Disk..,
Checkpoints
= s @ E Inspect Disk...
Mo virtual machine selected. @ Stop Service
X Remove Server
) Refresh
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Carbonite/Double-Take 8.5

15. Return to the Replication Console to monitor the activity status of the new replication job.

The synchronization is complete when the job indicates “Protecting”, and Data State is “OK”.

File Edit View Go Tools Help

Servers ﬁ]obs ﬂLicense Inventory |@ Options

CARBONITE®

Jobs
@ % i | |% @ | "'} | |§ g 'y | | Filter: All jobs Search: .
[ Jobs on All Servers Jeb Source Server Target Server lob Type Activity Mirror Status

3 Jobs on My Servers

sdnoig Jeniag o

& GCSServer to GCSHostB

GCSServer GCSHosth

Full Server to Hy

Protecting

Copyright © 2017 * Galaxy Control Systems

< | [ >
# Job Highlights

MName: GCSServer to GCSHostB

Target data state: QK Additional information:
Mirror remaining: 0 {Meone)

Mirror skipped: 71

Replication queue: 0 byt

Disk queue: 0 bytes

Recavery point latency: 0:00:00

Bytes sent: 345GB

Bytes sent (compressed):  34.5 GB

Connected since: 11/1/2017 11:51:03 AM

Recent activity: o Start
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16. In Hyper-V Console, verify the states of both Hyper-V sessions
a. the Primary (live/host) HYPER-V session should be “running”.
b. the Standby/Target HYPER-V session should be “off”

Primary (live) Hyper-V Session

File  Action VYiew Help

&S|
23 Hyper-V Manager
|52 GcsHOSTA Virtual Machines
Il GCSHOSTE MName - State CPU Usage Assigned Memaory Uptime
3 GCS vitual Server Running 0% 16384 MB 03:11:24
@ Import Virtual Mac...
Hyper-V Settings...
T Virtual Switch Man..,
< I n " 2 | 3 a]_ Wirtual SAN Manag...
o7 Edit Disk...
Checkpoints ® .
E Inspect Disk...

Target (standby) Hyper-V Session

Eile  Action View Help

& 5| (=

25 Hyper-V Manager
Ha GCSHOSTA Virtual Machines
| | €SHR I3 Mame - State CPU Usage Assigned Memory Uptime
5 GCSServer_Replica_HostB  Off
@ Import Virtual Mac...
Hyper-V Settings...
T Virtual Switch Man...
< I i | 5 ﬂ*l Virtual 5AN Manag...
7 Edit Disk...
Checkpoints ® .
E Inspect Disk...
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VIEW THE ‘HEALTH’ OF A REPLICATION JOB

1. Goto the Target Server’s host OS: Double-click the Replication Console desktop icon to open

Double-Take Console.

2. Click the =] JOBS button on the main toolbar.

3. List of Jobs Panel: When data is actively replicating, the Job status indicates a green arrow and the
Activity column displays “Protecting”.

4. Job Highlights Panel: The Target Data State should indicate “OK”

File Edit View G

o Ip
Servers |q Joﬁm Inventory bf] Options CARBON“.EO

AN R e iimas [E] | Fitter: anjobs - Search:

Job Source Server Target Server Job Type Activity Mirrar Status

3 Jobs on All Servers
[Z3 Jobs an My Servers

& GCSServer to GCSHostB GCSServer GCSHostB /per- Protecting

sdnoug Janiag

< [ >
 Job Highlights

Name: GC to GCSHostB

Target data state: QK Additional information:
Mirrar remaining: 0 bytes (Ncne)

Mirror skipped: 71.8 MB

Replication queus: 0 bytes

Disk queue: 0 bytes

Recovery point latengy: 0:00:00

Bytes sent: 345GBE

Bytes sent (compressed): 345 GB

Connected since: 11/1/2017 11:51:03 AM

Recent activity: o Start

A\ Jobs with warnings 0 @ Jobs with errors 0
RSN
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IDENTIFY A REPLICATION FAILURE (IN JOBS VIEW)

A replication failure at the source server will interrupt the source server’s ability to continue protecting the
system. The failure will be reported through emails and status changes. You will go to the Target Server
to confirm the failure.

1. Goto the Target Server’s host operating system and double-click the Carbonite Replication
Console startup icon on the desktop to open Replication Console.

2. Click the ¥ JOBS button.

a. The replication job may display a Red-X (it depends on the reason for failure)

You should get email(s) for a failure if you are properly set up to receive notifications.

Job Highlights panel may also show a red-X or caution symbol indicating the failure.

The FAILOVER button will be enabled/ON at the target server.

When a failure condition occurs, you may or may not be able to View Server Events for the
source server. However, you may still be able to see Job Logs both the target and source
server during a failure condition.

fle Edit View Go Togh Heip

®opo o

B senens ﬁm@i’;ﬂﬁw ] Options CARBONITE®
A% ¥R .-y Bl Fater anjobs - | sesen
[ Jobs on AN Servers ¥ Job Source Server  Target Server  Job Type Activity Mirror Status
*,_'. Jabe an Wﬁn‘ﬂs ®  GCSServer to GUSHostE G SServer GFlSHoRE Full Server to Hyper-' Server Comemunication Error Undoncen

~  Job Highlights

Mame: GLSServer to GCSHostE

Target dats state: a4 Additonal information:

Mirmrrenuhing'_ 0 bytes umu@immeHmwmmmmhmmmwtm
Wlirrae skipped 0 bytes B The fadaver manitar query has failed 1 times. A fadaver condtion will ke met in approxima
Rephcation gueue: 0 bytes *

Dhsk queus 0 bytes i?i

Recowtry point atengy: 00001 '\

Bytes sens: 0 bytes -

Bytes sent (compressedk 0 bytes

Connected since: 11072017 11:51:04 AM F] | o ¥
Recent actrity @ stat
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ABOUT PERFORMING A ‘TEST FAILOVER’

Performing a “test failover” validates the ability of your system to failover (or cutover) when a ‘condition
for failure’ is met. You do not have to induce an actual failure in order to perform a test failover.

The process for performing a test failover is similar to performing a manual failover, except without a
network connection present.

Refer to the Carbonite documentation for the appropriate steps.

The initial test failovers will be done when the system is initialized, and the appropriate team support is
present. After that, test failovers are not necessarily recommended. You should schedule test failovers
with the proper planning and field support teams' approvals and available or onsite.
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PERFORM A MANUAL FAILOVER

NOTICE: In case of a complete hardware failure on the source server, contact Galaxy technical support.
Return the failed server to Galaxy to be repaired / rebuilt.

NOTICE: In the case of other failures, you will restore your network connection as soon as possible

NOTICE: Once the failover is complete on the TARGET machine, all System Galaxy updates/changes will
start being committed to the Target server which becomes the Primary Live Host — System Galaxy will
resume normal operation. Panels will transmit their event buffers.

WARNING: you must resume data replication manually to restore protected state!

1. Go to the Target Server’s host operating system and double-click the Double-Take Console startup
icon on the desktop to open DT Console.

2. Click the “# JOBS button.

3. Onthe Jobs toolbar, either click the @ FAILOVER button — OR - select the ‘failover’ option from
the shortcut menu.

O Carbonite Replication Console -|a
File Edit View Go Tools Help
Iz Servers |g Jobs j License Inventory i.] Options CARBONITE )

2 ’ =
\Q % ‘ﬂ' i‘?& @ ii . ! ! ‘e 3 Filter All jobs - | Search:
I
Jobs an All Servers > Job 2 Source Server Target Server Job Type Activi Mirror Status
g P ty
[Z3 Jobs on My Servers E 9
H View Job Details
o
g’ "\\ Edit Job Properties
é i Delete... Del
% Provide Credentials...
9] | View Recent Activity
Start
“ Pause
. Stop
] | Take Snapshot
P
<| W | M| | Manage Snapshats... 4
~ Job Highlights |" Failover, Cutover, or Recover...
Name: GCSServerto GCSHoﬂE elback.
Target data state: QK :
Mirror remaining: 0 bytes
Mirror skipped: 0 bytes Undo Failover or Cutover
Replication queue: 0 bytes [”’é] View Logs N
Disk queue: 0 bytes
9 ) ort i | Other Job Actions »
Recovery point latency: 0:00:00
Bytes sent: 4329 MB
Bytes sent (compressed): 4329 MB
Connected since: 11/1/2017 2:12:34 PM
Recent activity: & Start
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4. When the Failover dialog opens ...
a. choose Failover to Live Data option
b. select the ‘Apply data in the target ques before failover /cutover

c. click FAILOVER button.

Choose how to perform failover.

Failover to live data
rform test fallover
Failover to a snapshot

Snapshot:
Date Taken * Type

This job has no snapshots.

Apply target data:
ﬁ | Apply data in the target queues before failover or cutover
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5. The Double-Take Job ACTIVITY status will change to ‘Failing Over’

File Edit View Go Tools Help

Servers Jobs Elicense Inventory “ﬂ Cptions . CARBON"EB‘
Jobs

B Raelb

[ Jobs on All Servers
A Jobs on My Servers

[ | ('-g | | | Filter: All jobs *| Search: .

|
leb Source Server Target Server lob Type Activity Mirror Status

#\ GCSServer to GCSHostB GCSServer GCSHostB Full Server to Hyper- Failing over

sdnoig Jan1ag

<| [T >

~  Job Highlights

Name: GC5Server to GCSHostB

Target data state: Additional information:
Mirrar remaining: Failin= Over: Disconnecting from Double-Take
Mirror skipped:

Replication queue:

Disk queue:

Recovery point latency:

Bytes sent:

Bytes sent (compressed):

Connected since:

Recent activity: Failover

A\ Jobs with warnings 1 @ Jobs with errors 0
[ B
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6. The Double-Take Job ACTIVITY status will change to ‘Failed Over’ when the failover process is
complete.

File Edit View Go Tools Help

Servers |@ Jobs DLkense Inventory l:f] Options CARBONITEB

@ \ W R e al ! Sl Fiter: aijobs + | Search:

Job Source Server Target Server lob Type Activity Mirror Status

[ Jobs on All Servers
[CA Jobs on My Servers

M\ GCSServer to GCSHostB GCSServer GCSHostB Serve Jper- Failed over

sdnoig Janiag o

<| ] >

A Job Highlights

MNarme: GCSS5erver to GCSHostB

Target data state: Additional information:
Mirror remaining: Failed Over
Mirror skipped:

Replication queus:

Disk queue:

Recovery point latency:

Bytes sent:

Bytes sent (compressed):

Connected since:

Recent activity: o Failover

A\ Jobs with warnings 1 @ Jobs with errors 0
[R=RGEIRG

IMPORTANT: System Galaxy hardware will continue to be fully operational during the
failover. The System Galaxy software is fully operational on the Target server’s Hyper-V
session — see steps on the next page.

During a failover, the data replication is interrupted and redundancy is not ensured. After
you have repaired or corrected the failure condition, you must recreate the replication job to
re-establish redundancy and data duplication.

Copyright © 2017 * Galaxy Control Systems Page 32 of 36 Revision: OCT 2024



Server Replication & Failover GALAXY 'HOW TO' GUIDE Carbonite/Double-Take 8.5

7. Verify the system is running by opening the Hyper-V Manager at the Target Server. Go to the
target server’s host operating system and double-click the Hyper-V Manager startup icon on the
desktop to open Hyper-V.

*-1

Hyper-¥
Manager

8. The Hyper-V Manager on the Primary machine will show the VM status of OFF and the Target
server will be ‘Running’ once the cutover is completed.

=F Hyper-V Manager = = -

File Action View Help

&= 7=

25 Hyper-V Manager Actions
GCSHOSTA Virtual Machines
gs GCSHOSTE EESRIOSTS — o
g MName State CPU Usage Assigned Memaory Uptime Mew b

§ GCS Virtual Server

L= Import Virtual Mac...
¥ Hyper-V Settings...
FI Virtual Switch Man..

NOTE: System Galaxy hardware will continue to be fully operational during the failover.
System Galaxy panels are designed to continue providing access control and remain fully
functional (according to their programming) even if the System Galaxy database is offline.
Events are buffered in the panel’s memory until connectivity is restored. Events will begin
transmitting when System Galaxy is back online on the new Primary server.

WARNING: you must resume data replication manually to restore protected state!
SEE NEXT SECTION...
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RESUME DATA REPLICATION (after Failover Completed)

Once the source server connection is restored, you must recreate the replication job for the new target.

CAUTION for Data Loss: If you choose to Undo Failover, you will lose any/all updates and changes
that have occurred on the TARGET server’s Virtual Machine since the initiation of the failover. When
a real-time failover occurs, the target server takes over the live support of the System Galaxy
operational updates - all changes will be lost if you undo failover.

IMPORTANT: Make sure to put the duplicate protected copy on the Machine where it is NOT running.

1. Click " JOBS from the Target Server toolbar.

2. Right-clicking the Backup server (Hyper-V) and choose “Shut Down” on the menu.

EE| Hyper-V Manager - |0
File Action View Help

& | 7|

23 Hyper-V Manager Actions
GCSHOSTA Virtual Machines
gj GCSHOSTE . GESLIOSTH, — B
g MName - State CPU Usage Assigned Memory Uptime Status Mew N
ElGCsserver_Replica_HostB i ;
c irtual Mac...
onnect...
- Settings.. Settings...
witch Man...
Turn Off...
\/ | Shut Down... N Manag...
Save ..
N | - Pause Disk.
Checkpoints Reset rvice
Checkpoint f Server
The selected vitual machine has no checkpoints.
Move... .
Export... 4
Rename...
Enable Replication... r_Replica.. =
Help it
| ;:‘;, Settings...
. Turn Off...
GCSServer_Replica_HostB ®
@ Shut Down...
Created: 11/1/2017 11:50:14 AM Clustered: Mo @ Save
Version: 50 Heartbeat: CK {Applications Healthy) Il Pause
Generation: 2 Integration Uptodate
ices: Reset
Notes: None Serv H_b
=& Checkpoint |
5‘3 Move...
Summary |Memory I Networking I Replication | e Export...
= P e
Tells the operating system within the selected virtual machine te shut down,
= == = = 5 230PM
= el fad O]
= o 92O | 5P 8 e
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3. Select the Primary Server and right-click the server and choose “Start” from the menu.

File Action View Help

@« = #E

23 Hyper-V Manager | Actions
Ha GCSHOSTA Virtual Machines _
II GCSHOSTB Name = State CPU Usage Assigned Memory Uptime Status New N
I GCS Virtual Server
Connect... [?7:9 Impert Virtual Machin...
Settings... Hyper-V Settings...
[ stan 1 Virtual Switch Manage...
. ‘]_ Virtual SAN Manager...
Checkpoint
ﬁ Edit Disk...
Move...
< Export... [> (EL Inspect Disk...
Checkpoints Rename... @ (W) Stop Service
Delete... 7¢ Remove Server
ints.
Enable Replication... e T3 Refresh
Help View »
Help
d Connect..,
Settings...

4. Delete the GCS Host B replication job from the job queue by right-clicking the job and selecting
“Delete” from the shortcut menu.

File Edit View Go Tools Help
Servers |g Jobs BLicense Inventory |@ Options - cARBONITEO

Jobs

RN | |m 9l | | ] ‘g‘ | | Filter: All jobs | Search: .
3 Jobs on All Servers > Job Source Server Target Server Job Type Activity Mirror Status
w —. ﬁ
A Jobs on My Servers § T—— -
& Edit Job Properties
g Delete... Del |
T
Provide Credentials...

P | start
Ui | Pause
B |Stop
ul| | Take Snapshot
<| M) | Manage Snapshots... N

View Recent Activity

A Job Highlights
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5. Now delete Replica Host (the one that is not running).

File Action View Help

|
33 Hyper-V Manager | Acti
S5 GCSHOSTA Virtual Machines _
Il CSHOSIE Mame - State CPU Usage Assigned Memory Uptime Status New »
rver_Replica_HostB i
Connect... @ Import Virtual Machin...
Settings... Hyper-V Settings...
Start ;',_; Virtual Switch Manage...
Checkpoint nj_ Virtual SAN Manager...
Move.. ﬁ Edit Disk...
< Export... [> E Inspect Disk...
Checkpoints Rename... (@) | |® stop Service
I Delete... I 7< Remove Server
Enable Replication... ints. i Refresh
Help View »
Help
é Connect...
Settings.
. @ start
GCSServer_Replica_HostB
% Checkpaint
Created: 11172017 11:50:14 AM Clustered: MNo ; Maove.
Version: 5.0 -@ Export...
Generation: 2
" =] Rename...
Notes: None
%( Delete..
ﬁﬁ Enable Replication...
Summaw|Nenory|Netwodmg|F{epicajon| Help
Deletes the configuration for the selected virtual machine. This does not delete the virtual hard disks associated with the virtual machine.

[ B
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